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Abstract

This report investigates the use of autoencoders to remove noise from
non-categorical data in probabilistic databases. Previous research has shown
that this is possible for categorical data, but a new solution is needed to do
this for continuous or discrete distributions. The approach chosen was to
approximate the data using discrete sampling. After training the autoen-
coder, we measured the difference between ”cleaned” data and the original
data using the Jensen-Shannon divergence. We concluded that the most ef-
fective solution was to use semi-supervised learning. This solution is quite
effective at low sampling densities, reducing 99.54% of noise in a probabilis-
tic database, while its performance at higher sampling densities is slightly
lower, leading to an 86.99% reduction in the amount of noise.

Keywords— Autoencoder, probabilistic databases, machine learning, neural networks,
data integration, data science, data cleaning, data cleansing
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1 Introduction

1.1 Motivation & Goals
Data collected from real-world activities (such as experiments or sensor input) contains
uncertainty and noise, which is often undesirable. Taking larger sample sizes could lead
to a reduction in noise, but the resulting accuracy may not be sufficient. Probabilistic
databases (PDB) allow for the storing of such data.

Removing noise from a PDB requires techniques like data integration [1], which in-
volves manual work by domain experts. Automating this (using techniques such as ma-
chine learning) would reduce the cost of maintaining PDBs while improving their effi-
cacy.

There is very little research on using machine learning for cleaning PDB data, but
existing research shows that denoising autoencoders are effective at improving the accu-
racy of categorical data in PDBs [2]. However, research is lacking on how to apply this to
cleaning non-categorically distributed data, such as numerical data. Furthermore, other
neural network types might also prove useful for this purpose, but there is currently no
research on this.

Thus, this research aims to identify methods for using autoencoders in cleaning non-
categorical data in probabilistic databases and identifying which neural network struc-
tures are effective at meeting this goal.

1.2 Research questions
• How can autoencoders be used for cleaning non-categorical probabilistic data?

– Which models of non-categorical PDB data are compatible as input into a
neural network?

– What autoencoder structures perform best for cleaning non-categorical PDB
data?

– What network hyperparameters led to the best results?

– How does the solution perform on different types of data and different distri-
butions?

– How can other neural network techniques (as described in section 2.2.7) im-
prove the results of this approach?

2 Literature review

2.1 Probabilistic databases
Various models for probabilistic databases exist. For this proposal, we chose to focus on
a relational database model.

Figure 1 shows that categorical data in a PDB can be represented by a set of proba-
bilities (virtual evidence) for each attribute, with the probabilities of the values for each
attribute summing to 1 [3]. Extensions to the discrete categorical distribution model ex-
ist, allowing for the use of probabilities with a continuous distribution [4]. An example
of an attribute in a PDB could be a simple property such as ”color of the car”. With the
value of the property being ”red” or ”blue”. This is how categorical PDB functions. For
a ”continuous” PDB, we choose to use a similar system, where each possible value has a
different category. Categorization is explained further in section 2.4 and 3.2.
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Figure 1: Example of categorical data in a PDB, and how it could be used as an
input for an autoencoder [2]

A Probabilistic Inference Bayesian Network (PIBN) [5] can remove noise from a PDBs,
as explained in section 2.4. Other conventional methods for PDB data cleansing focus
on outlier detection, removal of duplicates, and the use of statistical [6] or rule-based
techniques [7], and conditional functional dependencies [8].

Several implementations exist for representing uncertain data. Examples include IM-
PrECISE [9], for representing semi-structured data in XML, and the PostgreSQL-based
mayBMS [10], for relational data. It is also possible to simulate a PDB in a standard
database by ensuring all operations adhere to the following constraints:

A PDB with Ctotal attributes have N rows, defined by:

N =
Ctotal

∑
c=1

nc (1)

Where nc is the amount of categories for attribute c. Then care must be taken to make
sure all entries are between 0 and 1, and all rows for attribute c sum to 1:

∑k=c
k=1 nk

∑
j=(∑k=c−1

k=1 nk)+1

PDBi,j = 1 (2)

We used the above approach for this paper, as we often stored data in non-probabilistic
formats such as Pandas DataFrames, NumPy arrays, and TensorFlow tensors.

2.2 Neural networks
2.2.1 Theoretical background

A neural network is a system that is well-suited to learning how to construct the desired
output from an input. Modern neural networks often consist of stacked layers of artifi-
cial neurons (although sometimes layers are not used [12]). The mechanisms of artificial
neurons take inspiration from theories from neuroscience [13]. A neuron creates a new
output by applying an activation function to a weighted sum of the outputs of neurons
from previous layers. By repeating this process many times, a neural network can solve
highly complex and non-linear problems.

The calculation to compute the output of a neuron x(i)j , the jth neuron in layer i, is as
follows:

x(i)j = φ(∑
k
(w(i−1)

k,j x(i−1)
k ) + b(i−1)) (3)
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Figure 2: An example of a neural network [11]

Where w(i−1)
k,j is the weight of the connection from neuron k in layer i− 1 to neuron j in

layer i, and b(i−1) is the bias neuron of layer i− 1, a neuron that always outputs 1. Fur-
thermore, φ is the activation function of the neuron. It is possible to adapt this equation
to use vectors:

x(i)j = φ(
[
w(i−1)

0,j · · · w(i−1)
ni−1,j

]
·


x(i−1)

0
...

x(i−1)
ni−1

) (4)

Where x(i−1)
0 is the bias neuron of layer i − 1, and ni is the amount of non-bias neurons

in layer i. By combining all the weight vectors into a single matrix, we get the output
neurons of layer i as a vector:

x(i)1
...

x(i)ni

 = φ(


w(i−1)

0,1 · · · w(i−1)
ni−1,1

...
. . .

...
w(i−1)

0,ni
· · · w(i−1)

ni−1,ni

 ·


x(i−1)
0

...
x(i−1)

ni−1

) (5)

In the compact form:
x(i) = φ(W(i−1) · x(i−1)) (6)

Since the design of modern computer components (especially the GPU) allows for high-
speed matrix multiplications, calculating the output of a small neural network only takes
a few cycles. At the speed of modern components, this is between 10−6 and 10−3 seconds.

Choosing the right hyperparameters, network topology, activations functions, and
loss function is essential for creating an efficient network. However, most networks must
learn to solve the tasks they were made for, although some neural networks exist that
do not require training [12]. This happens by adapting their weights using algorithms
such as backpropagation and stochastic gradient descent, to improve the quality of their
output [14].

2.2.2 Activation functions

Each neuron may use one of many different activation functions.
Traditionally [13], the sigmoid function was used most:

σ (x) =
1

1 + e−x (7)
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However, the ReLU (rectified linear unit) function is commonly used now due to its quick
learning capabilities in deep networks [14].

ReLU (x) = max(0, x) (8)

Swish, an activation function recently developed at Google [15], seems to perform better
than ReLU in many cases.

Swish (x) = x · σ(x) (9)

Another activation function that could prove beneficial for probabilistic data cleaning is
the softmax function, which makes the output of a layer adhere to the constraints of a
probabilistic distribution. For some i for which 1 ≤ i ≤ n, where n is the number of
neurons in the layer:

so f tmax (x)i = exi
n

∑
j=1

exj (10)

Where x is a vector containing the outputs x1 up to xn of the neurons of that layer, without
an activation function applied to them yet.

Most other activation functions implement well-known mathematical functions, such
as cos, sin, linear, tanh, or step functions.

Different activations functions are well-suited to different tasks. Linear classifica-
tion problems can use linear or semi-linear functions such as ReLU, while more complex
problems might require trigonometric functions. Regression problems are best solved
using an output layer with only one neuron, and a linear activation function. Binomial
classification problems also require one output neuron, with a sigmoid or step activa-
tion function. For multinomial classification problems, an output layer with a softmax
activation function is the best solution, resulting in proper one-hot encoding.

2.2.3 Loss functions

The goal of training the network is to minimize the distance between the output values
and the intended values.

This distance is defined using a loss function. One of the most popular loss functions
is the Euclidean distance, or the mean square error (MSE):

MSE(x, y) = ‖x− y‖2 (11)

MSE (x, y)i = (xi − yi)
2 (12)

Where x is the network’s output (the prediction), while y is the target output.
Instead of using the square of the error, one could also use the absolute error. How-

ever, this approach is not suitable for this paper, as we want to prioritize correcting larger
errors (one error of 0.5 should be more important than five errors of 0.1).

While MSE is very useful for problems such as regression, which do not have proba-
bilistic distributions as output, other functions might prove to be more useful for proba-
bilistic data. For example, binary cross-entropy (BCE) is useful for binomial classification
problems:

BCE (x, y) = y · − log (x) + (1− y) · −log(1− x) (13)

Furthermore, multinomial classification problems make use of categorical cross-entropy
(CCE).

CCE (x, y) = −∑
i

yi · log(xi) (14)
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Another way to measure the difference between probabilistic distributions is the Kullback–
Leibler divergence (KLD) [16]:

KLD (x, y) = ∑
i

yi · log(
yi

xi
) (15)

KLD might be an interesting metric to use as a loss function, but it is not symmet-
ric, as KLD (x, y) 6= KLD (y, x) . The Jensen-Shannon divergence (JSD) [16] might be an
adequate, symmetric replacement:

JSD(x, y) =
KLD(x, m)

2
+

KLD(y, m)

2
(16)

Where m = x+y
2 .

2.2.4 Backpropagation

The best value for the weights is found using stochastic gradient descent. This involves
finding the ”direction” the weight vector should be moved in to decrease the loss of the
output, by finding the derivative (gradient) of the loss function in terms of the weights.
Small values are then added to the weights along the gradient, in an attempt to minimize
the loss value. This loss can be found by backpropagating the error:

δLoss(x(i)j , y(i)
j )

δw(i−1)
k,j

=
δLoss(x(i)j , y(i)

j )

δx(i)j

·
δx(i)j

δφ
(

w(i−1)
k,j x(i−1)

k

) · δφ
(

w(i−1)
k,j x(i−1)

k

)
δw(i−1)

k,j x(i−1)
k

·
δw(i−1)

k,j x(i−1)
k

δw(i−1)
k,j

(17)
In the case where our loss function is MSE, and the activation function is the sigmoid

function σ(x), of which the derivative is σ (x) (1− σ (x)):

δLoss(x(i)j , y(i)
j )

δw(i−1)
k,j

= 2x(i)j · 1 · x
(i)
j (1− x(i)j ) · x(i−1)

k (18)

Thus, when the activations functions are easily differentiable, it is easy to calculate the
updated weights. Just like with forward propagation, matrix multiplication can result in
speed increases [17].

2.2.5 Hyperparameters and sparsity constraints

Many different parameters influence the weight updates. For example, the step size η
determines how large the update to the weight should be for each training epoch, while
the decay rate α determines how much the old weight update will contribute to the new
weight:

wnew = w − η∇wLoss + α∆w (19)

Where ∆w is the previous update of the weight, by making α large, the weight updates
gain ”momentum” [18], becoming less prone to oscillations. Like a ball rolling down a
hill, the weight following the gradient will oscillate less if the weigh has more momen-
tum. If η is too large, the weight might overshoot and skip an optimal value. If it is too
low, the training time will increase.

The optimizer ”Adam” calculates first and second-order moments of the gradients to
adapt the learning rate. This has a better performance than stochastic gradient descent
[19].
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2.2.6 Convolutional layers

Figure 3: An example of a convolution matrix (sometimes called a kernel) being
applied to an image [20]

Because of the combination of continuous variables and continuous probability dis-
tributions for those variables seen as a large set of pixels, image processing techniques
may prove useful for this research. An example of machine learning in image processing
is a Convolutional Neural Network (CNN). CNNs use techniques such as convolutional
layers (which perform symmetric convolutions between a kernel and every pixel of the
previous layer, of which an example is given in equation 20), and pooling layers (which
reduce the size of the input layer while also being able to combine features from different
convolution layers [14]). These features can also be used in autoencoders [21].a b c

d e f
g h i

 ∗
1 2 3

4 5 6
7 8 9


2,2

= (i · 1) + (h · 2) + (g · 3) + ( f · 4) + (e · 5) + (d · 6) + (c · 7) + (b · 8) + (a · 9) (20)

Such an approach is useful to detect features in images. It might also be useful for
detecting features in probability distributions.

2.2.7 Other layers

So far, the methods covered are related to neural networks with simple, densely con-
nected layers. However, there are many more types of layers that make up a network.
For example, preprocessing of data might be needed to identify specific features, such as
taking the logarithm of a highly skewed dataset. This is achieved by adding a layer that
applies such a function.

A more complex example of such a function is the radial basis function (also called
a Gaussian kernel). Instead of classifying an input based on the distance from a line or
polynomial, the network can learn to classify based on the squared Euclidean (radial)
distance from certain ”landmarks”. Such an approach allows the network to learn much
higher-dimensional features than simple dense layers and polynomial functions. Equa-
tion 21 describes the output of an RBF kernel for two vectors [22].

K(x, x′) = exp
(
−‖x− x′‖2

2σ2

)
(21)
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Where σ is a scaling factor.
Other interesting layers include blackout and gaussian blackout layers, which ran-

domly set weights to 0 during training (a sparsity constraint). Such a constraint encour-
ages the network to learn useful features while keeping fewer neurons active, increasing
the likelihood of the network learning useful features. It also reduces the likelihood of
overfitting, where a network achieves high performance on its training set, but a low
performance on testing datasets. An analogy for this would be a high-degree polynomial
appearing to be a good fit for the line y = x at small values (the training set), but being
inaccurate at high values (the testing dataset). A better fit would be a low-degree poly-
nomial. Other sparsity constraints include L1 and L2 regularization, where the absolute
values or the squares of weights are added to the loss function. Layers that add Gaussian
noise to the data (only during training) are sometimes used to combat overfitting, like in
denoising autoencoders.

2.3 Autoencoders

Figure 4: An example of how a denoising autoencoder can remove artificial noise
from data [23]

An autoencoder is a neural network trained to minimize a loss function between in-
put and output to learn efficient encodings of data. As this does not require labeled
inputs, autoencoders are compatible with unsupervised learning [24].

Other uses for autoencoders include anomaly detection, where the input is deter-
mined to be an anomaly if the network is unable to reconstruct the input [25].

There is a risk of the autoencoder just learning the identity function, a case of extreme
overfitting. Several types of autoencoders exist with designs that mitigate this problem.
These types of autoencoders are not mutually exclusive, and they may be combined [26].

• An undercomplete autoencoder has a hidden, middle layer (called the feature space
or code layer) with a lower dimensionality than the input or output spaces. Thus,
the autoencoder must learn a compressed representation of the input data and how
to decompress it. This compressed representation potentially captures only the es-
sential features of the input and disregards noise.

• A denoising autoencoder has noise added to the input data before being fed to the
network. The autoencoder then has to learn how to remove this noise because the
loss function still uses the original, clean input. Preventing overfitting and has an
added benefit of noise reduction [24].
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• A sparse autoencoder adds a sparsity penalty to the training criterion. The autoen-
coder is now also penalized on the number of active neurons in the code (middle)
layer. This constraint encourages the autoencoder to retain a more meaningful rep-
resentation of the data in the code layer.

Figure 5: An example of a variational autoencoder [27]

• A variational autoencoder (VAE) has the encoder section output a tensor of means
and a tensor of standard deviations (instead of deterministic variables as is usu-
ally the case). The KL-divergence between this distribution and a standard normal
distribution is added to the loss function. A sample is taken from this distribution
and fed to the decoder section [28]. The VAE ensures that the latent space rep-
resentation learned is continuous (meaning that neighboring data points should
lead to similar outputs) and complete (all inputs should lead to a sensible output).
Thus, the basis learned in the latent space should be orthogonal, like in principal
component analysis (ideally, the perfect autoencoder would perform a non-linear
multilayer PCA).

A latent space that adheres to these constraints is usable for generative purposes;
data points are fed to the decoder data points are read by the decoder section,
which will produce a sensible output. An example of a VAE is shown in Figure 5.

2.4 Related work: autoencoders for probabilistic data
In previous research [2], the data in a PDB (DPDB) can is modeled as a corrupted rep-
resentation of a ground truth (DGT), which is sampled from an underlying distribution
P(DGT). P(DGT) can be modeled as a Bayesian network [5], with relations such as the
probability of a car observed as having a green paint, P(OG), being dependent on the
probability of the car being green, P(G). DGT is a deterministic sample drawn from this
distribution, with values such as P(G)=1 and P(OG)=0. DPDB then adds noise to these
values or removes them altogether, resulting in values such as P(G)=0.5 and P(OG) = 0.1.
Using a Probabilistic Inference Bayesian Network (PIBN) [5] based on P(DGT), the val-
ues are recalculated, and the noise is removed. However, because this approach requires
supervised learning, which requires DGT and P(DGT), since, in most cases of PDBs, the
values of DGT and P(DGT) are unknown, it cannot be applied to real-world PDBs.

An alternative is to use autoencoders. Previous research [2, 16] has shown that the
data in a PDB, DPDB, is suitable for training an autoencoder. Autoencoders do not require

9



Figure 6: A schematic representation of how to train an autoencoder to clean
categorical PDB data [2]

access to DGT or P(DGT), and the resulting network is still able to reduce the differences
between DPDB and DGT in a controlled setting.

In such a controlled setting, DGT is corrupted to produce a DPDB, and split into train-
ing and testing datasets, as shown in Figure 6. After training, the output of the testing
data can be compared to DGT to verify the accuracy of this approach. In a real-world
setting, the database operator would not have access to DGT, and just train/test on DPDB
directly without being able to verify the accuracy of the results.

Categorical data lends itself well to this approach, as a database entry can easily be
concatenated and used as input for a neural network (see Figure 1), it is not possible for
numerical data with a continuous distribution. This approach can be modified to work
for numerical data. A possible solution explored in later sections involves constructing
a histogram with N bars, effectively changing the attribute into a categorical distribution
with N categories.

3 Methodology & Approach

3.1 Instruments

A

B

C

Figure 7: The
Bayesian net-
work used in
most of the
experiments

For the experiments, we chose to use the Python programming lan-
guage and several related libraries, because they are open-source and
well-established tools for data science. These include:

• NumPy & SciPy for useful data structures and statistical meth-
ods.

• pyAgrum for modeling Bayesian networks.

• TensorFlow and Keras for their useful machine learning tools.
Unless mentioned explicitly, the default hyperparameters are
used.

• Pandas for representing and operating on databases.

• Plotly for plotting results.

• Jupyter for showing results, code, and text in the same docu-
ment.

The source code and data used for this research are open-source and can be found at [29].

10



0 50 100 150 200 250

0

b

Figure 8: Distribution of P(B=b)

3.2 Sample
In most research, a sample population is selected based on the group’s characteristics,
how representative this sample is for the global population, and the ability to control
variables in this population. Within this experiment, the data used can be easily con-
trolled and exchanged for other datasets.

We used Bayesian networks (like the one in Figure 6) to generate the data for the ex-
periments. We generate these networks from scratch and apply the steps from section 2.4
(which allows us to control some independent variables such as the standard deviation
of some distribution).

The networks used in this experiment have the following properties:

P (A) = 0.4 (22)

P
(

A
)
= 0.6 (23)

The probability distributions for B and C can are shown in Figure 8 and Figure 9, re-
spectively. By ”measuring” these continuous functions (in the case of the figures, normal
distributions skewed slightly to the left or right) at a specific sampling density, it is pos-
sible to approximate the continuous distribution using histogram-like ”bins”. This struc-
ture is similar to how discrete distributions are defined and resembles a very large-scale,

0 50 100 150 200 2500

50

100

150

200

250

0

b

c

Figure 9: Distribution of P(C=c)
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Table 1: Example
of sample database
(hard evidence) at
sampling density 4

A B C
0 1 1 2
1 1 1 2
2 1 2 2
3 0 2 2
4 1 1 2
... ... ... ...
9995 0 2 2
9996 1 1 3
9997 1 1 2
9998 1 1 2
9999 1 1 0

ordered generalization of a categorical distribution.
Then, samples are taken from the probabilities in this

Bayesian network, and put into a database (an example in Ta-
ble 1). We created a sparse matrix from these values, shown
in Table 2. For each row in the original database, the new
database is filled with zeroes, except for the column, represent-
ing the original value, which is set to 1. For instance, row 2 has
B=2. Thus, on the second row of the sparse matrix, column 2
for variable B is set to 1. Afterward, we added Gaussian noise
(with µ = 0 and σ = 0.01) to all the entries (which is the most
likely form of noise for continuous distributions) negative en-
tries set to 0. The distributions are then normalized, to make
sure they sum to 1. The result of this step is in Table 3.

Table 2: The same sample data from Table 1, converted to
a sparse matrix, thus representing probabilities

Variable A B C
Value 0 1 0 1 2 3 0 1 2 3
0 0 1 0 1 0 0 0 0 1 0
1 0 1 0 1 0 0 0 0 1 0
2 0 1 0 0 1 0 0 0 1 0
3 1 0 0 0 1 0 0 0 1 0
4 0 1 0 1 0 0 0 0 1 0
... ... ... ... ... ... ... ... ... ... ...
9995 1 0 0 0 1 0 0 0 1 0
9996 0 1 0 1 0 0 0 0 0 1
9997 0 1 0 1 0 0 0 0 1 0
9998 0 1 0 1 0 0 0 0 1 0
9999 0 1 0 1 0 0 1 0 0 0

Table 3: The data from Table 2 with Gaussian noise added

Variable A B C
Value 0 1 0 1 2 3 0 1 2 3
0 0.000 1.000 0.017 0.962 0.006 0.016 0.000 0.000 1.000 0.000
1 0.004 0.996 0.019 0.981 0.000 0.000 0.000 0.009 0.971 0.020
2 0.000 1.000 0.005 0.008 0.986 0.000 0.006 0.008 0.986 0.000
3 1.000 0.000 0.000 0.000 0.977 0.023 0.000 0.000 1.000 0.000
4 0.000 1.000 0.000 0.995 0.005 0.000 0.014 0.000 0.984 0.003
... ... ... ... ... ... ... ... ... ... ...
9995 1.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 1.000 0.000
9996 0.009 0.991 0.008 0.992 0.000 0.000 0.017 0.000 0.001 0.981
9997 0.000 1.000 0.004 0.987 0.009 0.000 0.000 0.004 0.996 0.000
9998 0.000 1.000 0.013 0.967 0.002 0.018 0.005 0.000 0.995 0.000
9999 0.000 1.000 0.009 0.981 0.000 0.010 0.985 0.000 0.000 0.015
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3.3 Data collection
The data, illustrated in Table 3, is used to train a neural network. Each row represents one
data point and becomes a 1D input tensor. This input layer is then connected, through
various hidden layers, to the output layer.

In the experiments for this paper, there are nine hidden layers. The middle layer (the
latent space) has a dimensionality equal to the amount of Bayesian network variables, in
this case, 3.

The layers between the input and middle layers decrease exponentially in size to
match the dimensionality of both. The approach to use a dimensionality of 3 for the
latent space encouraged the network to output one ”best guess” for each variable A, B,
C in the encoder section, like in a regression network. Then, the decoder section would
hopefully learn the one-hot encoding of this number.

The output layer is a concatenation of multiple dense layers with a softmax activa-
tion function, the outputs of such a layer sum to 1, ensuring that the outputs are proper
probability distributions.

A sample database is generated at a sampling density of 4, because training a net-
work at low sampling densities is very fast, as the network has a low amount of trainable
weights. We will test sampling densities once we have found a promising network struc-
ture.

The sample is split into 80% training and 20% testing data (although this is changed
for some measurements), after which the network is trained and tested using various
training methods (such as unsupervised and semi-supervised). The hyperparameters
used are the default Keras/TensorFlow parameters, as explained in section 2.2. The batch
size used is 32, and the amount of epochs is 100 (further explained in the Results sec-
tion). The loss functions used in most measurements include categorical cross-entropy,
which is commonly used for multinomial classification problems like this one, the Jensen-
Shannon divergence, and the mean square error. From this basic setup, modifications
will be added to the network to determine which network performs best on the task of
removing noise. The networks with the highest performance will then be exposed to
more complex datasets (with higher sampling densities, more variables, higher amounts
of noise) to see if such networks generalize.

We started the research using ReLU to activate the hidden layers (as is common in
deep learning). However, (due to disappointing performance) we soon switched to a
combination of sin, cos, linear, ReLU and Swish activation functions, because they are
better for non-linear problems such as those in the encoder section of the network (go-
ing from a noisy one-hot encoding to a regression output in the encoding layer). These
activation functions are the ”default” case mentioned in the rest of the text.

3.4 Data analysis
The primary way of checking the data quality is by comparing the output of the neural
network to the clean data, DGT (see section 2.4). There are several ways we do this, such
as using the mean squared error between the two, comparing their Shannon entropy, or
calculating their Jensen-Shannon divergence [16]. We can then determine how much the
Jensen-Shannon divergence improved from this cleaning process, by subtracting the new
JSD (which should be lower) from the original JSD.

Improvement = JSDold − JSDnew (24)

However, because this metric depends on the amount of noise added (a network that
removes 90% of the noise will achieve a much higher improvement score for a noisy
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dataset), we suggest the following metric instead:

Noise reduction in % = 100− (
JSDnew

JSDold
· 100) (25)

This method should compensate for the size of the dataset, and the amount of noise
added, showing the network’s real improvement. The higher this number is, the better
the network performed, with a maximum of 100% (meaning that all the noise was re-
moved). If this number is below 0, the network was unable to remove noise and added
noise to the dataset instead.

4 Results
In the figures of this section, several acronyms will be used to save space. SD stands for
the sampling density used to generate the data. CCE, MSE and JSD are loss functions
(as defined in section 2. JSD(5) means that 5 hidden layers were used instead of 9, with
the JSD loss function. CCEu means that the CCE loss function was used, but training
was unsupervised. In all other cases, training was semi-supervised (except for in Figure
11, where this is mentioned explicitly, and in Figure 12, where the differences between
training methods such as supervised and unsupervised learning are being evaluated).

For each figure, a table with the values used to construct it can be found in the ap-
pendix.

4.1 Performance of various network architectures

Figure 10: Influence of batch size on training convergence (for unsupervised
learning with CCE loss function, 50 epochs). This figure was generated from
the values in Table 4.

As shown in Figure 10, a batch size of 32 has a good compromise between convergence
speed (lowest loss) and training time required. Thus, we used this parameter for all the
experiments. We chose to set the number of epochs to 100, as most datasets seemed to
converge by that point, while still not taking too long to train.
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Figure 11: Effect of loss function on unsupervised learning performance at sam-
pling density 4. ”Global” means that the loss function was applied to the entire
output layer, while ”unweighted” means that the distribution size was not used
in calculating the average loss. Due to the way the JSD loss function works, ap-
plying it globally was not possible. This figure was generated from the values in
Table 5.

The first experiments (shown in Figure 11) were carried out with unsupervised learn-
ing as a training method. These showed that most loss functions were not suitable for
reducing noise except for MSE and CCE (with CCE only achieving a tiny performance
increase). Thus, the focus was shifted to these loss functions, as they were most promis-
ing.

Figure 12: Effect of training methods on performance. This figure was generated
from the values in Table 6.

Further experiments with unsupervised learning were not satisfactory, and although
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small amounts of noise reduction were sometimes achieved, these were not consistently
reproducible. However, experiments with different training methods (shown in Fig-
ure 12) showed that supervised learning resulted in an excellent performance at low
sampling densities (97% noise reduction for JSD, 99% for CCE) for these loss functions.
Because of this interesting result, we decided to investigate further. By changing the
train/test split to 98% testing data and 2% training, we simulate a situation where the
ground truth is available for a small part of the data. Performance in this situation was
much better than in the unsupervised situation (for low sampling densities), and having
only some of the data be labeled is more realistic than fully supervised learning, as data
cleaning is not needed when the labels of the data are true values. Such a situation is quite
similar to those encountered in existing techniques, such as probabilistic data integration
[1]. The performance of this was still excellent, so we tried semi-supervised learning. We
tried multiple combinations: unsupervised learning followed by supervised learning, the
reverse, and a mixed-method where each training epoch switches between unsupervised
and supervised. The method which had unsupervised learning followed by supervised
learning performed best, achieving a noise reduction of ~95%, for the CCE and JSD loss
functions at low sampling densities, and also achieving substantial noise reduction at
higher sampling densities. This was not expected, as JSD performed so poorly during
unsupervised learning. The performance of MSE was quite inconsistent in all cases ex-
cept for unsupervised learning (frequently adding more noise to the data than removing
it). Thus we decided not to investigate this loss function further. All these findings can
be found in Figure 12.

Because unsupervised learning is an interesting baseline for the network’s perfor-
mance, its performance is also plotted in all the other figures. In most situations, it adds
a tiny amount of noise, but for completely unviable network structures, it adds upwards
of 100% of extra noise to the data. This makes it possible to see whether bad performance
is caused by bad network structures or other factors.

Figure 13: Effect of different activation functions on performance. ReLU prefor-
mance in some cases added ~800% of noise, which could not be shown properly
in this figure. This figure was generated from the values in Table 7.

Figure 13 shows that in most cases, the noise reduction performance of the network
using the ReLU function was disappointing, with the amount of noise after training fre-
quently rising above 500% of the original noise levels. The activation function described
in section 3.3 (referred to in Figure 13 as ”Default”) led to promising results, achieving a
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high level of noise reduction, thus this was used as the standard activation function for
further experiments. Figure 13 also shows that other activation function types (such as
ReLU layers concatenated five times) performed similarly well. However, the default ac-
tivation function still performed better than the others by a slight margin. Furthermore,
it seems that ReLU activation functions perform much better with a JSD loss function. At
a sampling density of 4 using the regular JSD setup, the network achieved 99.54% noise
reduction, an impressive result. Sadly, this performance does not scale to higher sam-
pling densities, leading to an increase in noise. However, regular JSD performance at a
sampling density of 100 was much higher than the default case (but still negative) using
the ReLU activation function stacked 5 times. While this activation led to JSD’s positive
results with 5 hidden layers, the default activation function led to the best results in that
case.

Figure 14: Effect of different layer types on performance. This figure was gener-
ated from the values in Table 8.

Various layer types were tested to see if these would increase the performance further.
In all cases, except for the sampling layer (which was placed in the middle layer to create
a variational autoencoder, as described in section 2.3), these replaced the first dense layer
of the network (at the input). The results of this can be found in Figure 14. None of
these additions led to a substantial improvement in performance compared to the default
case, although the convolutional layer increased the performance of the CCE network at
sampling density 4 from ~95% to 97%.
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Figure 15: Effect of the amount of Gaussian kernel landmarks on performance.
This figure was generated from the values in Table 9.

Figure 15 shows that the amount of landmarks of the Gaussian kernel layer (when it
is used) does not affect performance much (having a slight peak at 100 landmarks) for
all cases except JSD with 5 hidden layers. In the latter case, performance decreases as the
number of landmarks is further away from 25. Remarkably, the performance of JSD(5) at
25 landmarks is higher than the standard case, reaching 87% noise reduction.

Figure 16: Effect of the convolutional layer kernel size on performance. This
figure was generated from the values in Table 10.

The kernel size of the convolutional layers (shown in Figure 16) does not affect per-
formance much either. A kernel size of 1 has a bad performance in all cases. Perhaps
the network could have learned more interesting features when the kernel size matched
the sampling densities of each variable (up to 100 for some datasets), which is why we
decided to extend the plots for the datasets. This turned out not to be the case.
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Figure 17: Effect of the amount of convolutional layer filters on performance. This
figure was generated from the values in Table 11.

The number of filters for the convolutional layer does not profoundly affect perfor-
mance in most cases except when the CCE loss function is used at sampling density 100.
In that case, a low amount of filters leads to decreased performance (as the network can
learn fewer features), while a high amount of filters also decreases performance. These
findings can be found in Figure 17.

We also attempted to use more than one convolutional layer. We did not see any
performance improvement for low sampling densities, and training these networks was
abysmally slow. At higher sampling densities, one performance measurement would
have taken upwards of 12 hours. Thus, we did not investigate the use of more than one
convolutional layer any further.

Figure 18: Effect of regularization on performance. This figure was generated
from the values in Table 12.

Figure 18 shows that regularization constraints on the neurons’ activity (how high the
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absolute value of their output is) decreased performance in all cases, with one exception:
Using the JSD loss function at sampling density 100, L1 regularization with a penalty
constant of 10−4 caused the network to no longer add noise to the data.

Figure 19: Effect of latent space dimensionality on performance. This figure was
generated from the values in Table 13.

The dimensionality of the latent space did not seem to affect noise removal perfor-
mance in most cases. However, when the JSD loss function is used at sampling density
100, performance is best at a dimensionality of 3. Furthermore, there is a slight linear de-
crease in network performance using the JSD loss function with 5 hidden layers. These
findings are shown in Figure 19.

Figure 20: Effect of network deepness on performance. This figure was generated
from the values in Table 14.

It seems that between 5 and 9 hidden layers are the best deepness for performance
in most cases (Figure 20). Because there seemed to be a slight peak in performance at 9
hidden layers, most experiments were done with that configuration. We later discovered
that networks with high sampling densities, and networks with the JSD loss function,
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perform better with 5 hidden layers. This difference was not very large for the CCE loss
function (only ~5%), but the difference was significant enough for the JSD loss function to
justify redoing the experiments at high sampling densities with 5 hidden layers instead.
This is the JSD(5) configuration shown in other figures.

4.2 Network performance under different conditions

Figure 21: Effect of the standard deviation of noise on performance. Some con-
figurations added between 600% and 2000% more noise to the data, which could
not properly be shown in this figure. This figure was generated from the values
in Table 15.

Because we were worried the noise generation might be causing the lower perfor-
mance at high sampling densities (instead of the higher complexity of the data), we tried
different noise generation methods, which are shown in Figure 21. The distribution of
the noise does not significantly impact the performance at low sampling densities. At
higher sampling densities, the performance seems to tend towards zero as more noise is
added. There is a strange peak in performance at a standard deviation of 0.01 for the CCE
loss function at sampling density 100. It is also quite apparent that using JSD as the loss
function with 5 hidden layers is the only method that leads to a reliable noise reduction
in all cases.
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Figure 22: Effect of the amount of labeled data on performance. This figure was
generated from the values in Table 16.

For semi-supervised training, the amount of labeled data had a relatively small effect
on performance at low sampling densities (except for minimal percentages, in which
performance went down), but a large effect at high sampling densities. In that case, it
seems that labels for 2% or more of the data is necessary for reliable noise removal. The
JSD loss function (at low sampling densities) performs exceptionally well when only a
minuscule amount of data is labeled. It performs badly for all labeling percentages at
high sampling densities with 9 hidden layers while steady linear growth in performance
with 9 hidden layers. These findings are shown in Figure 22.

Figure 23: Effect of sampling density on performance. Despite multiple attempts,
training does not converge to a network that produces proper probability distri-
butions for JSD(5) at SD=300. This figure was generated from the values in Table
17.

CCE performance seems to worsen slightly for higher sampling densities up to 100,
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after which noise reduction stops entirely (shown in Figure 23). While standard JSD out-
performs CCE at low sampling densities, its performance diminishes faster, losing noise
reduction capabilities around a sampling density of 100. JSD with 5 hidden layers has a
much more linear decrease, still managing to remove half of the noise at sampling den-
sity 150. Unsupervised learning performance decreases at such sampling densities as
well. Strangely, performance seems to rise again for higher sampling densities. In any
case, because the sampling density of 100 seems to be the edge of stability for the system,
and because a sampling density of 100 is an adequate approximation of continuous func-
tions in most cases, we decided to use this sampling density in most other experiments
as well. Performance at such a high sampling density is more sensitive to noise and more
inconsistent. Sometimes the network does not converge to a configuration that reduces
noise, requiring a restart of the training process.

Figure 24: Effect of Bayesian network size on performance. Higher values for
sampling density 100 would have taken several days to train, which was aborted
due to low performance. This figure was generated from the values in Table 18.

The amount of variables in the Bayesian network seems to barely affect performance
at low sampling densities, up to 10, after which performance becomes much worse. At
high sampling densities, performance seems to be very bad for Bayesian networks of a
size larger than 3 for CCE, and 2 for JSD with 9 hidden layers. However, JSD with 5
hidden layers has a much more linear decrease in performance, still removing 2.42% of
noise at a Bayesian network size of 4. These findings are shown in Figure 24.
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5 Discussion
The results were somewhat unexpected. While the fact that semi-supervised learning is
a reliable technique for removing noise is not surprising, we were expecting to be able
to achieve this with unsupervised learning, like in [2]. However, in hindsight, it is not
surprising that an unsupervised approach does not work. Training a neural network
to reproduce noisy data will not suddenly remove the noise (garbage in, garbage out).
Perhaps the approach we were trying to reproduce was not fully supervised somehow
(accidentally using the uncorrupted data in the loss function), or had unintentional bias
(for example, datasets chosen for their good performance instead of at random).

It is still unclear why the MSE loss function works better than all the other loss func-
tions for unsupervised learning, and why we can sometimes achieve some unsupervised
noise reduction at high sampling densities using the JSD loss function with 5 hidden lay-
ers. Perhaps these methods are more well-suited to simply reducing errors than the other,
more complicated configurations. It is strange that almost none of the modifications that
we tried improved the performance for unsupervised learning.

Using 5 concatenated layers with ReLU activation functions leads to a much better
performance than using just a regular layer with that activation function, suggesting that
the increased dimensionality of the layers might cause the performance increase. This
might be because ReLU activations functions lead to a faster convergence [14]. It is inter-
esting to see that this combination of layers leads to the highest performance we observed
at low sampling densities (99.54% noise reduction using the JSD loss function with 5 hid-
den layers compared to 96.66% with the default activation function), but that this does
not generalize to higher sampling densities (where the default activation function per-
forms better). Perhaps the data contains more non-linear relations at higher sampling
densities, leading to increased performance for these non-linear activation functions.

It makes sense that none of the added constraints (L1/L2 regularization, dropout lay-
ers, forcing the latent space to be more regular using variational autoencoder techniques)
had a substantial positive effect on performance, as the low dimensionality of the mid-
dle layer is already a sparsity constraint of sorts. Interestingly, adding a convolutional
layer increased performance from 95.63% up to 97% for the CCE loss function at sam-
pling density 4, while adding a Gaussian kernel (RBF) layer with 25 landmarks to the
JSD loss function (with 5 hidden layers) leads to the highest performance we observed at
sampling density 100: 86.99% noise reduction, up from 76.88% noise reduction without
the Gaussian kernel layer. Perhaps convolutional layers are useful at low sampling den-
sities because they are well-suited to learning low-dimensional features, while Gaussian
kernels are often used for learning high-dimensional features.

However, convolutional layers led to a significant decrease in performance when a
kernel of size 1 was used, which is explainable by the fact that such a kernel cannot learn
any features (convolutions over 1 datapoint merely reduce the number of channels per
pixel in most cases [30], which is not interesting for us). Using a large number of filters in
the convolutional layer also decreased performance, probably because the network takes
much longer to converge due to an increase in trainable weights.

The autoencoder did perform slightly better at higher code layer dimensionalities in
some cases, but this improvement is so small that we are not sure if it is even statistically
significant. We decided to keep using the solution of having the amount of the code layer
dimensionality be equal to the number of variables in the Bayesian network (in most
cases, 3) because it is easily explainable what features the layer represents in that case,
and because there was a slight peak in performance at high sampling densities.

Very shallow networks do not perform as well as deeper networks, which is as ex-
pected. Deeper networks can learn more complex features [14]. However, very deep

24



networks seem to perform less adequately. Perhaps this is because it takes longer for the
training process to converge, as there are far more trainable weights. This is even more
visible for high sampling densities. Because those networks are much ”wider” (each layer
has many more nodes), there are additional weights to train.

We did not discover why reducing the amount of noise makes the network’s perfor-
mance worse in most cases. This performance reduction might be caused by the lack of
accuracy for such low values when represented by 32-bit floating-point numbers. How-
ever, it does make sense that the performance tends towards zero as more noise is added
to the data. The amount of noise removed or added by the network becomes more and
more insignificant compared to the amount of noise in the data.

We expected that performance increases with the amount of labeled data, which is
true for most cases. This trend is harder to identify for CCE at high sampling densities
(the data seems very noisy). Perhaps large datasets such as those made from high sam-
pling densities are more sensitive to the randomness in the (randomly shuffled) test/train
splits of the dataset. JSD networks with 9 hidden layers and a sampling density of 4 per-
form very well at low amounts of labeled data, suggesting that the network’s complex-
ity can compensate for this low data availability (as such networks are already able to
achieve small amounts of noise removal using unsupervised learning).

The autoencoder performing a ~70% or higher noise reduction on small Bayesian
networks for a sampling density of 100 is very significant. Such a sampling density is
an excellent approximation of continuous distributions and is almost indistinguishable
from them in plots.

We cannot explain why exactly the performance decreases so much between a sam-
pling density of 100 and 150. Such a high sampling density seems to be the edge of sta-
bility for the system in most cases. Thus, the bad performance for four or more Bayesian
network variables at sampling density 100 is easily explainable. Adding more variables
to the Bayesian network at sampling density 100 will vastly reduce the performance, ap-
pending at least 100 columns to the database. Perhaps there is just a maximum amount
of columns that the autoencoder can learn to reproduce reliably.

It seems that for the JSD loss function (with 9 hidden layers), this already happens
at between 200 columns (BN size of 2, sampling density 100) and 300 columns (BN size
3, sampling density 150), while for CCE this only happens after 300 columns. JSD is
more well-suited to data that is less complex, while CCE is better for larger and more
complex inputs. Changing the number of hidden layers to 5 results in the JSD loss func-
tion having a much more linear decrease in performance as the Bayesian network size
or sampling density is decreased. This might be due to the reduced amount of train-
able weights converging faster to a working noise-removing structure. Furthermore,
while semi-supervised learning performance decreases at high sampling densities, so
does unsupervised learning performance. This suggests that the low performance of
semi-supervised learning in those cases might be related to the network’s inability to
work with such large datasets regardless of the learning method or goal.

Performance seems to tend towards zero for very high sampling densities, but this
might be because the same amount of noise is added to every point of data, leading to
the total amount of noise being more significant at high sampling densities. Thus, the
noise added or removed by the networks themselves is comparatively smaller.
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6 Conclusion
The approach outlined in this paper can remove significant amounts of noise from non-
categorical probabilistic data, granted that ground truth values are available for a small
percentage of this data. Its performance decreases as the sampling density increases, but
it performs well in most cases. The histogram structure proposed for this generalization
works as an appropriate way to model continuous variables allowing them to be possible
inputs for neural networks.

A network with 5 (at high sampling densities) to 9 (at low sampling densities) hidden
layers and a latent space dimensionality equal to the amount of Bayesian network vari-
ables seem to have the best performance. Adding sparsity constraints, layers that add
noise, or trying to regularize the latent space does not improve the performance. The
undercomplete autoencoder is an adequate structure, and its low latent space dimen-
sionality is already a sparsity constraint in and of itself.

It seems that the default Tensorflow and Keras hyperparameters combined with the
Adam optimizer work well. Furthermore, a batch size of 32, and 100 epochs for training
led to quite a rapid convergence. Thus, not much tuning of hyperparameters was needed.

Using the Jensen-Shannon distance as loss function works best for removing noise.
However, this requires 2% of the data to be labeled. In most cases, a concatenation of
layers using sin, cos, linear, ReLU, and Swish activation functions led to the highest per-
formance. However, at low sampling densities (of 4), using 5 concatenated ReLU layers
lead to a staggering 99.54% noise reduction. At high sampling densities (of 100), adding a
Gaussian kernel layer led to a 86.99% noise reduction. Unsupervised learning sometimes
leads to a noise reduction of 22.10%, but these results are much more unreliable. Lastly,
using 9 hidden layers instead of 5 at low sampling densities leads to high noise reduction
capabilities for very low amounts of labeled data, still achieving 78.06% noise reduction
while only 0.125% of data was labeled.

Further research should focus on the influence of different noise distributions on the
performance of this solution. We used Gaussian noise, as it seemed like the best way to
model the noise of continuous variables, but other distributions might be more realistic.
Furthermore, statistical analysis of the data might be necessary to remove the inherent
noisiness in the results that comes from training neural networks, as the network con-
verges to slightly different weights each time.

Other neural networks that are closely related to autoencoders might also prove use-
ful in future research. For example, autoencoders can be stacked [31] with restricted
Boltzmann machines (which learn probability distributions over their inputs [32]) to pro-
duce deep belief networks [33].
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Appendices
A Data used to generate figures

Table 4: Influence of batch size on training convergence (for unsupervised learn-
ing with CCE loss function, 50 epochs). These values were used to generate Fig-
ure 10.

Batch size 4 32 256 1024
Validation loss 0.0099 0.0101 0.0216 0.0519
Training time (seconds) 236 44 25 21

Table 5: Effect of loss function on unsupervised learning performance at sam-
pling density 4. “Global” means that the loss function was applied to the entire
output layer, while “unweighted” means that the distribution size was not used
in calculating the average loss. Due to the way the JSD loss function works, ap-
plying it globally was not possible. These values were used to generate Figure
11.

Loss function Performance
CCE (global) 0.22
MSE (global) 22.86
KLD (global) -6.23
MSE per distribution 8.38
CCE per distribution -10.07
CCE per distribution (unweighted) -9.78
KLD per distribution -10.00
JSD per distribution -10.00

Table 6: Effect of training methods on performance. These values were used to
generate Figure 12.

Training method CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100 MSE, SD=4 MSE, SD=100
Supervised N/A 99.99 97.86 -146.94 -148.52 92.95 95.53 -150.84
Supervised (2% train, 98% test) N/A 70.13 81.28 -106.05 -148.04 -71.42 -19.48 -149.98
Semi-supervised (unsupervised first) N/A 95.63 96.66 68.12 -147.79 76.88 71.76 -149.11
Semi-supervised (supervised first) N/A -8.51 5.90 -5.98 -148.37 21.21 -4.27 -150.82
Semi-supervised (mixed) N/A 31.01 35.94 21.06 -149.49 15.96 9.81 -150.36
Unsupervised N/A 0.22 9.39 -4.41 -152.62 22.10 22.86 -149.87
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Table 7: Effect of different activation functions on performance. These values
were used to generate Figure 13.

Activation function CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
Default 0.22 95.63 97.05 68.12 -147.79 75.65
ReLU -791.58 -798.86 27.02 -52.61 -99.93 -47.46
ReLU (stacked 5 times) -8.10 97.34 99.54 -33.36 -44.80 33.97
Sin + cos + lin -10.24 91.96 94.39 -61.69 -147.68 47.28
Sin + cos + lin + ReLU + sigmoid -13.60 94.09 96.28 32.79 -149.40 63.34

Table 8: Effect of different layer types on performance. These values were used
to generate Figure 14.

Layer type CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
Default 0.22 95.63 97.05 68.12 -147.79 75.65
Gaussian noise (σ=0.01) -9.37 93.47 96.10 -68.97 -148.52 73.30
Gaussian dropout (σ=0.01) -7.74 95.23 96.46 -104.72 -141.46 74.73
Sqrt followed by softmax -12.57 95.48 96.96 -149.87 -148.10 -144.54
Gaussian kernel (100 landmarks) -14.77 93.63 96.23 -76.45 -151.48 -25.37
Convolutional layer (64 filters, kernel size 3) -1.55 97.12 96.16 66.07 -150.66 75.07
Sampling in middle (VAE) -5.11 95.61 96.52 -152.29 -148.14 66.20

Table 9: Effect of the amount of Gaussian kernel landmarks on performance.
These values were used to generate Figure 15.

Gaussian kernel landmarks CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
3.00 -4.04 81.29 85.04 -146.75 -152.46 -55.52
10.00 -8.87 92.19 92.65 -148.67 -150.71 71.97
25.00 -14.90 89.85 96.19 -91.35 -149.25 86.99
50.00 -13.42 88.89 94.06 -149.69 -147.67 33.56
100.00 -14.77 93.63 96.23 -76.45 -151.48 -25.37
200.00 -10.15 90.89 93.42 -148.77 -150.67 45.69
500.00 -15.18 85.45 94.54 -147.89 -151.39 -147.54
1,000.00 -14.42 79.12 94.77 -147.00 -149.48 -39.66

Table 10: Effect of the convolutional layer kernel size on performance. These
values were used to generate Figure 16.

Convolutional kernel size CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
1.00 -489.76 -436.17 -363.77 -151.04 -150.47 -19.08
3.00 -1.55 97.12 96.16 66.07 -150.66 75.24
5.00 -4.01 96.29 95.96 -152.66 -150.08 76.08
7.00 -10.00 94.02 96.82 69.43 -150.28 73.35
9.00 -6.63 90.48 96.48 69.96 -148.28 75.29
100.00 N/A N/A N/A 64.55 -149.76 73.79

Table 11: Effect of the amount of convolutional layer filters on performance.
These values were used to generate Figure 17.

CNN filters CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
16.00 -11.57 91.12 96.16 -74.09 -151.11 53.49
32.00 -0.83 93.64 74.04 70.24 -151.18 56.40
64.00 -1.55 97.12 96.16 66.07 -150.66 72.75
128.00 -4.33 95.02 96.62 -146.93 -148.63 61.20
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Table 12: Effect of regularization on performance. These values were used to
generate Figure 18.

Regularization CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
Default 0.22 95.63 97.05 68.12 -147.79 75.65
L2: 0.01 -23.83 72.03 57.70 -72.34 -139.32 74.90
L2: 10ˆ-4 -9.65 89.18 87.59 26.83 -134.98 60.13
L1: 0.01 -11.04 57.94 37.66 -144.13 -145.08 -103.18
L1: 10ˆ-4 -15.54 88.90 85.51 42.59 30.12 68.59

Table 13: Effect of latent space dimensionality on performance. These values were
used to generate Figure 19.

Latent space dimensionality CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
6.00 -11.69 95.35 96.27 -147.55 -149.22 29.21
3.00 -4.29 95.63 95.60 68.12 -150.91 75.65
2.00 -8.32 95.84 97.02 -146.84 -150.13 75.42

Table 14: Effect of network deepness on performance. These values were used to
generate Figure 20.

Hidden layers CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
3.00 -9.73 93.40 94.56 66.13 71.76 N/A
5.00 -8.34 91.89 95.74 73.71 75.65 N/A
7.00 -9.99 93.31 96.06 -11.05 -19.98 N/A
9.00 -10.37 95.63 94.67 68.82 -147.42 N/A
27.00 -18.17 70.25 -533.18 -147.47 -147.44 N/A

Table 15: Effect of standard deviation of noise on performance. These values were
used to generate Figure 21.

Noise standard deviation CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
σ=0.01/SD -10.59 94.45 92.13 -2,123.44 -2,115.61 67.11
σ=0.01*4/SD -13.46 95.63 95.91 -1,028.23 -1,013.25 69.76
σ=0.01/sqrt(SD) -15.92 95.30 96.26 -608.25 -614.61 94.19
σ=0.01 (default) -10.59 95.63 95.91 68.12 -149.76 75.65
σ=0.05 -4.47 96.12 95.88 -46.41 -45.30 48.89
σ=0.1 -1.75 95.50 96.24 -26.84 -25.50 27.12
σ=0.2 -2.99 94.60 93.88 -14.25 -14.18 10.23

Table 16: Effect of the amount of labeled data on performance. These values were
used to generate Figure 22.

Amount of labeled data (%) CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
5.00 N/A 97.16 98.24 54.31 -150.75 87.84
2.00 N/A 94.55 97.05 68.82 -147.79 75.65
1.00 N/A 91.67 95.48 -62.24 -150.45 58.40
0.50 N/A 86.63 90.41 31.72 -149.54 32.67
0.25 N/A 79.58 59.72 13.55 -148.63 16.57
0.125 N/A 15.24 78.06 8.07 -151.74 -12.01
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Table 17: Effect of sampling density on performance. Despite multiple attempts,
training does not converge to a network which produces proper probability dis-
tributions for JSD(5) at SD=300. These values were used to generate Figure 23.

Sampling density CCEu CCE JSD JSD(5)
4.00 -14.34 95.63 97.05 93.30
15.00 -1.24 93.34 87.38 91.40
25.00 -0.95 92.06 72.79 92.15
50.00 -0.88 84.12 83.80 87.16
100.00 -0.95 68.82 -147.79 75.65
150.00 -114.31 -114.98 -113.07 50.30
300.00 -69.68 -69.56 -69.38 N/A

Table 18: Effect of Bayesian network size on performance. Higher values for
sampling density 100 would have taken several days to train, which was aborted
due to low performance. These values were used to generate Figure 24.

Amount of BN variables CCEu, SD=4 CCE, SD=4 JSD, SD=4 CCE, SD=100 JSD, SD=100 JSD(5), SD=100
2.00 -5.78 96.02 98.60 79.80 93.72 88.88
3.00 -3.01 94.55 95.60 68.12 -148.29 75.65
4.00 -12.39 93.82 94.52 -147.93 -148.55 2.42
5.00 -12.42 81.11 95.12 -148.11 -148.16 -27.22
10.00 -14.58 87.96 88.69 No convergence No convergence No convergence
20.00 -332.45 -96.60 -18.93 No convergence No convergence No convergence
30.00 -337.28 -335.97 -317.02 No convergence No convergence No convergence
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